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SUMMARY 
 
We introduce Entity/Relationship Profiling as the discovery-oriented, data-driven counterpart 
to classical Entity/Relationship Modeling. The latter offers a top-down enterprise view how 
data should be organized and managed, with support for alignment, compliance, and 
governance. E/R Profiling offers a bottom-up, data-centric view for the discovery of business 
entities and their relationships from data, with insight into data drifts, stories and tendencies. 
For the ultimate aim of data-driven decision making, data professionals ought to strive for an 
equilibrium between enterprise models and data assets. In this whitepaper, we provide a 
brief survey on academic and commercial data profilers, explain the technical features 
required for E/R Profiling in practice, and the benefits of E/R Profiling for tasks that data 
professionals need to complete routinely.  
 
 
 
 
 
1. BACKGROUND 
 
 
Entity/Relationship (E/R) Modeling captures business requirements, available in natural 
language, as Entity/Relationship models that are used to roll out data models in support of 
data-driven decision making. Indeed, E/R models provide an intuitive framework that 
resembles elements of natural language in the form of modeling features, yet is formal and 
tailored enough for translation into logical and physical data models. In the same way stories 
are assembled from entities and relationships between them, insight that is derived from data 
are stories about business entities and exciting relationships between them. Gaining a 
competitive advantage from such insight is what organizations often describe as finding 
diamonds in the dirt, a needle in haystacks, hidden treasure, or spinning straw into gold.  
 
Classical E/R Modeling is a top-down approach that sets up a data infrastructure supporting 
business goals. However, data is now available in  volume, variety, velocity, etc. Organizations 
need to discover what stories data assets hold for them and their customers. These bring up 
challenges like detecting the relevance of data sets, connecting data silos, integrating new 
data sources, or simply getting to know data (KYD). What insight stories does your data hold? 
Do your data assets resemble the goals of your enterprise? How is drift in data and business 
goals detected? In embracing these challenges and seeking answers to these questions, 
enterprises need to know how business entities, such as products or customers, and 
relationships between them, such as sales or acquisition, can be identified uniquely. This calls 
for Entity/Relationship Profiling, which we define as the task of computing all ways of 
uniquely identifying all business entities and their relationships from given data sources. 
Interestingly, there is a big divide between academic knowledge and commercial tools that 
address E/R Profiling.  
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Technically speaking, E/R Profiling has two computational problems at its core: 1) The 
discovery of uniqueness constraints from data sets, and 2) The discovery of inclusion 
dependencies from data sets. The decision variants of these problems are W[2]- and W[3]-
complete, respectively, both in the number of columns. Hence, column scalability has strong 
boundaries (that is, the efficiency of discovery is very unlikely even when the number of 
columns is fixed). Despite these computational boundaries, excellent progress on each of 
these problems has been made over the last 35 years of research. Many algorithms have been 
brought forward that return rich results within reasonable time on rather challenging data 
sets.  
 
In commercial tools, discovery is reduced to the analysis of given keys, functional 
dependencies, or foreign keys. That is, SQL queries simply return the degree by which a given 
constraint from these classes holds on the given data set. Some other tools restrict the key 
discovery problem to syntactic searches of single fields that have the letters ``ID" in them, or 
validate for each single field its ratio of unique values. Similarly, some tools can discover unary 
inclusion dependencies (those with a single field). Hence, academic knowledge on the 
discovery problem is not accessible to public. 
 
We introduce E/R Profiling as the discovery-oriented, data-driven complement to classical E/R 
Modeling, and highlight requirements for enabling E/R Profiling in practice, as well as the 
benefits of E/R Profiling for fundamental data tasks. Indeed, E/R Profiling maximizes 
automation and human-computer engagement in finding business keys and foreign keys, and 
therefore minimizes resources required while solving tasks critical for various data 
professionals, such as (i) amplify the accuracy and transparency of reports that analysts 
communicate, (ii) optimize the fit of logical data models that architects create, (iii) boost the 
effectiveness of data pipelines that engineers build, (iv) surge the effectiveness of feature 
stores that scientists manage, and (vi) magnify data linkage and insight from catalogs that 
stewards maintain. 
 
 
 
2. ACADEMIC AND COMMERCIAL DATA PROFILERS 
 
The need for E/R Profiling and collaboration between researchers and practitioners becomes 
apparent when we chart the current landscape of academic prototypes and commercial 
profilers. 
 
E/R Profiling belongs to data profiling, for which academic surveys are available such as [1,2], 
including latest trends [3].  
 
Data profiling is divided into data, structure and relationship discovery. Hence, E/R Profiling 
is focused on the latter task. Academic research on the discovery problem has started in the 
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1980s, and continued until now. In particular, a recent paper has established that decision 
variants for the discovery of keys and functional dependencies is W[2]-complete in the arity 
of the given constraints, hence very likely to be intractable even when the focus is on 
discovering any key or functional dependency with a given number of columns [4]. For 
inclusion dependencies, the decision variant of discovery is even W[3]-complete in the arity 
[4]. Despite these natural boundaries on column efficiency, algorithms have been brought 
forward that solve the discovery problem on large data sets [5,6,7,8,9,10].  
 
Other directions in relationship discovery include incremental, distributed and relaxed 
profiling [11,12,13,14,15,16, 17,18,19,20,21]. As one may expect, academic research has had 
a strong focus on improving the efficiency of discovery. However, analyses of the results, their 
impact and use cases are usually not discussed, and algorithms are not publicly accessible in 
most cases. The Metanome tool represents a comprehensive prototype system that gives 
uniform access to discovery algorithms developed in academia for various classes of 
constraints [6]. Compared to data profiling tools from industry, academic tools like 
Metanome are far ahead in terms of addressing the discovery problem, but at the expense of 
engaging users with the interplay of constraints and data. Perhaps an exception is the 
prototype system DataProf [21] which provides concise data summaries to enable the 
iterative discovery of business rules and dirty data. However, it is only implemented for a 
particular class of uniqueness constraints. 
 
There is an entire industry of commercial data profilers available. Most have a strong focus 
on data and structure discovery, and strong limitations on relationship discovery. In contrast 
to academic profilers, they engage users with the data but at the expense of discovering 
relationships. Examples of open-source and commercial profilers include the Aggregate 
Profiler, Atlan, the Melissa Data Profiler, SAS DataFlux or TIBCO Clarity. Other data profilers 
are part of software packages and address the analysis problem for keys, functional 
dependencies, and foreign keys. Analysis simply means that the user selects a candidate 
constraint, and the tool computes to which degree the candidate holds on the given data 
source. Compared to discovery, analysis is a simple problem. For instance, Microsoft DOCS 
applies the analysis to user-specified keys or foreign keys, and SAP BODS requires candidate 
columns for key analysis, and pairs of matching columns across tables for foreign key analysis. 
In Talend Open Studio, users need to select key and foreign key columns for analysis.  
 
The IBM InfoSphere Information Analyzer enables the discovery of keys and foreign keys, 
restricted to those with a single column (that is, unary keys and unary foreign keys). This is a 
strong limitation. The other tool is the Informatica Data Explorer. Users can discover primary 
key candidates by specifying the maximum arity of any candidate key that will be returned, a 
threshold by which any candidate key shall hold, and the maximum number of records used 
for mining, with a default value of 1000 only. The latter is a strong limitation. There is no 
distinction between candidates for primary keys and unique constraints, and no support for 
validation on the entire data set. Foreign key discovery is limited to a syntactic search of 
primary key fields in other tables that have matching domains. Hence, the discovery is not 
based on the underlying data or any inclusion thresholds as defined by the SQL standard.   
 

https://hpi.de/naumann/projects/data-profiling-and-analytics/metanome-data-profiling.html
http://bit.ly/2wOLPTv
http://www.arrahtech.com/docs/profiler/_user/_guide.html
http://www.arrahtech.com/docs/profiler/_user/_guide.html
https://atlan.com/
https://www.melissa.com/data-profiling
https://blogs.sas.com/content/sgf/2016/03/07/data-governance-series-share-dataflux-data-quality-profiling-metrics-in-sas-visual-analytics-part-2/
https://docs.tibco.com/pub/clarity/2.0.0/doc/html/GUID-4513B0A3-FD5B-4FBA-8B83-F371BED4B464.html
https://learn.microsoft.com/en-us/sql/integration-services/control-flow/data-profiling-task?view=sql-server-ver15
https://blogs.sap.com/2015/04/07/data-profiling-with-sap-business-objects-data-services/
https://www.talend.com/products/talend-open-studio/
https://www.ibm.com/products/infosphere-information-analyzer
https://docs.informatica.com/data-security-group/test-data-management/10-4-1/user-guide/data-discovery.html
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In summary, academic and commercial tools have different focus points: the former has 
strong capabilities in discovering constraints at the expense of user engagement, while the 
latter facilitates engagement of users with the data at the expense of discovery.  
 
The purpose of this whitepaper is to show the benefits of combining the best of both worlds, 
which can be illustrated by our DataViadotto Entity/Relationship Profiler. At the same time, 
we call both researchers and practitioners to action on more blue sky research and knowledge 
transfer into tools. 
 
 
 
3. FEATURES OF ENTITY/RELATIONSHIP PROFILING 
 
 
The combination of features that make E/R Profiling possible in 
practice can be summarized under the acronym DESMIDS: Data-
driven, Expressive, Sample-based, Metric, Industry-compliant 
Discovery at Scale. Desmids are green algae, see Fig.2. Their presence 
is an indication of high-quality water. Similarly, the presence of the 
DataViadotto Profiler facilitates high entity and high referential 
integrity across all your data assets. These form the foundation for all 
data processing and analytical tasks.  
 
So what do these features mean and why are they unique across profiling tools? 
 
3.1. Data-driven 
 
Our tool derives its output 
exclusively from underlying data, in 
contrast to other profilers who 
simply use constraints specified 
from the database schema or the 
names of fields. As mentioned 
before, current data profilers focus 
on the analysis of given keys and 
foreign keys, rather than their 
discovery. Hence, there is little 
support for data professionals in 
linking existing data sets, integrating new data sets, or understanding the relevance of data 
assets for projects. Because of that inability, the relevance of data sets remains hidden, data 
sets remain isolated, and insight remains undiscovered. In turn, current profiling tools fail to 
inform data professionals about the power data sets hold for the project at hand. In contrast, 
data-driven profilers pro-actively discover how business entities and their relationships can 
be identified uniquely across data sets, such as the key/foreign key relationship illustrated in 
Fig. 3. 
 

Fig. 2: Desmids  

Fig. 3: A key/foreign key relationship for a Hockey data set 

https://www.viadotto.tech/
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3.2. Expressive 
 
Our tool is expressive, meaning that it discovers all single-column and multi-column unique 
constraints and inclusion dependencies, including foreign keys, that hold on given data sets. 
In contrast, other tools are single-column profilers which can simply say how many values in 
a single column are unique and how many missing values occur in the column. This prevents 
current profilers from recommending different ways to uniquely identify business objects and 
their relationships. Our tool does not have that restriction. In fact, we even profile the class 
of certain keys [14], which are multi-column candidate keys that even permit missing data 
without losing the ability to uniquely identify all records. 
 
 
3.3. Samples 
 
 
Our tool provides smart data samples, meaning that users can inspect carefully chosen 
samples of data that show why a uniqueness constraint or relationship holds or does not hold, 
as illustrated in Fig. 4. Such 
samples help users decide 
whether a constraint represents a 
rule important to their business. 
Even more, when a business rule 
is violated, then the offending 
data is dirty by definition (since 
the data does not conform to a 
business rule). As a consequence, 
our tool helps users understand by which rules their data is truly governed and identify data 
that violate entity or referential integrity. Furthermore, the engagement with samples allows 
users realize which different artificial identifiers refer to the same business object (entity 
resolution) and which data elements are duplicated.  
 
3.4. Metric 
 
Our tool is driven by various metrics, enabling users to set thresholds by which keys and 
relationships must hold for them to be found. For example, a meaningful key or foreign key 
may be violated due to dirty data. Tools that only discover constraints that hold on the data 
would not be able to find them. In contrast, with the DataViadotto Profiler users can discover 
business keys and foreign keys even when they do not hold on the data set. The metrics also 
make it possible to rank all discovered keys and relationships accordingly. For example, 
uniqueness constraints may rank higher than others whenever they have fewer missing data 
in them. Likewise, we may rank foreign keys based on the ratio of records that have existing 
references. In fact, users can choose how to rank the output of our discovery algorithms, 
making it easier for them to identify those relationships that matter more to them. 
 

Fig. 4: Data samples supporting the validity of a mined relationship 
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3.5. Industry-compliant 
 
 
Our tool is industry-compliant, meaning that our results conform fully to the definition of SQL 
semantics of missing data. Unique constraints enable the unique identification of all records 
with no missing data on any columns of the constraint, while foreign keys may apply simple, 
partial, or full SQL semantics for missing data. Our tool enables the discovery for all of these 
semantics. This ensures that entity and referential integrity is measured at the level data 
specialists deem appropriate. Hence, the impact of missing data can be analysed and 
controlled as required by the application an organisation targets. Other profilers do not take 
into account missing data other than reporting how many values in a column are missing. This 
may lead to poor entity and referential integrity, and to incorrect analysis and reporting. In 
contrast, our tool even allows users to specify which values they want our tool to regard as 
missing. This is important as missing data is often disguised as actual data when entered, such 
as the numerical value 0 or a string such as 01-01-1900.    
 
 
3.6. Discovery 
 
Our tool solves the discovery problem, as already described in the leading paragraphs. It is 
not surprising that current profilers cannot solve this problem due to its computational 
complexity. Our tool is built on the latest academic research in this area, including the state-
of-the-art algorithms we continue to develop ourselves. For instance, Fig. 5 shows two 
relationship discovered by our tool, including various measures that help assess the relevance 
of each relationship. In this case, both relationships are many-to-one key-foreign key 
relationships that can be materialized with an inner join. This measures are automatically 
discovered from the underlying data.   
 

 
Fig. 5: Discovered Relationships, Measures for their Degrees of Validity, and Best Available Join Type 

 
 
3.7. At Scale 
 
 
Our tool is scalable within the boundaries of the underlying computational problem. For 
example, we employ smart data sampling strategies that return results as accurately as 
possible and scale to any number of records. While few unique constraints and relationships 
use more than three columns, our tool enables users to specify the maximum number of 
columns in unique constraints and relationships that our algorithms should mine. Our 



Copyright © DataViadotto Limited 7 

algorithms only return results without redundancy in them, in order to reduce the time 
required to inspect them. For example, all unique constraints returned are minimal. Hence, 
removing any field from a unique constraint that has been discovered means that records 
exist with duplicate values on all remaining fields, and this is presented in our samples. In 
addition, our tool promotes the discovery of unique constraints before the discovery of 
relationships between them. Indeed, making the results of key discovery available as input 
for relationship discovery will tremendously cut down on the time required to discover all 
relationships that reference these unique constraints. This is not just a facilitator for efficiency 
but represents the actual process of discovery as it should happen: first we find all ways in 
which business entities can be uniquely identified, and then we find all relationships between 
them, that is Entity/Relationship Profiling. However, the DataViadotto Profiler can also find 
relationships not restricted to foreign keys alone, such as inclusion dependencies.  
 
 
 
4. Benefits of Entity/Relationship Profiling  
 
It is deliberating to realize that any actionable insight derived from data ought to be a 
narrative assembled from the business entities (keys) and relationships (foreign keys) that 
govern the data. For data professionals with a background in data modeling, this is no 
surprise: Peter Chen made this explicit in his Entity-Relationship Model from the mid 1970s. 
However, the rise of the data-era now demands for tools that facilitate Entity-Relationship 
Profiling to find an equilibrium between the data gathered and the models built to enable 
their analysis.  
 
Indeed, knowledge about keys and relationships is central for all data processing and 
analytical tasks. For example, direct benefits of using keys and foreign keys include the 
following. 
 

1. Organize data effectively and efficiently by 
a. Pathways to critical data elements 
b. Points of reference for joins 
c. Integrating data assets using matching fields across tables 
d. Despite missing and inconsistent data 

2. Better data quality by 
a. Enforcing entity integrity with keys 
b. Enforcing referential integrity with foreign keys 
c. Finding all ids used for the same entity 
d. Imputing missing data 
e. Removing data redundancy with foreign keys 
f. Avoiding sources of inconsistent data 

3. Higher performance by 
a. Faster access using unique indexes 
b. Optimising join types 
c. More trust in data with business keys and key/foreign keys 
d. Actual insight from accurate reports  
e. Less biased, more explainable, higher quality predictive analytics 
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Indeed, the DataViadotto Profiler maximizes automation in finding keys and foreign keys, and 
therefore minimizes resources required while solving tasks critical for various data 
professionals, such as: 

• Amplify the accuracy and transparency of reports that data analysts communicate, 
• Optimizing the fit of logical data models that data architects create, 
• Boost the effectiveness of data pipelines that data engineers build, 
• Surge the effectiveness of feature stores that data scientists manage, and 
• Magnify data linkage and insight from data catalogues data stewards maintain. 

 
 
 
 
5. CLOSING 
 
In summary, the DataViadotto Profiler is the first commercial tool that makes 
Entity/Relationship Profiling possible in practice. Indeed, the unique combination of our 
features make data profitable and lift any data-related role to new levels of effectiveness and 
efficiency. As an employer you will enable staff to understand data better and faster, make 
the most of your data assets, and bring data-driven decision making to life. 
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ABOUT DATAVIADOTTO 
 
DataViadotto is the industry pioneer for Entity/Relationship profiling technology. The 
company draws on decades of academic research in the subject to make the process of 
discovering models from data more effective, efficient and intuitive. Ultimately, data 
becomes profitable. 
 
FOR ADDITIONAL QUESTIONS, CONTACT DATAVIADOTTO 
 
www.viadotto.tech 

http://www.viadotto.tech/

